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Abstract. Dedicated conversational assistants are expected to func-
tion within a defined scope of operation, pertaining to specific ap-
plication scenarios. Recently, generative models are showing great
promise and can contribute significantly to the space of conversa-
tional AI. In this paper, we attempt to showcase the use of genera-
tive models in textual conversational assistants, and highlight a few
challenges like the lack of control over its responses in a dedicated
scope setup. We propose to merge capabilities of discriminative mod-
els with generative ones, in pursuit of regaining the ability to control
information dissemination by conversational assistants. We studied
the application of an automated customer care agent for a specific
business, and designed a definite scope. Later, we built the natural
language understanding (NLU) of user messages in a discriminative
fashion. The NLU makes use of BERT-based models for information
extraction followed by selective routing of user’s queries to gen-AI
solutions and custom response generators. We obtained an F1 score
in NLU accuracy of 99.68% for intent recognition, and specifically
99.46% for the "out-of-scope" intent, which is extremely challenging
to model in a dedicated assistants’ setup. Our work provides confi-
dence in building dedicated conversational assistants for businesses
to assist in their customer interactions, while controlling the narrative
around their products and services.

1 Introduction
Conversational AI is creating strong waves of impact in human-
computer interaction, particularly with the recent advent of genera-
tive AI (gen-AI) solutions based on Large Language Models (LLMs)
like GPT3.5, GPT4 and LLaMA [4, 30]. From the perspective of a
business entity, in relation to its customer interactions, there is a dire
need of dedicated conversational assistants (DCA). Here, the assis-
tant is expected to be dedicated to answering user queries related
to products/services offered by the business, and is not supposed to
respond to any messages outside the set scope. Though the gen-AI
solutions offer great promise, there are a number of challenges asso-
ciated with their usage in a dedicated setting.

Conversational Assistants (CAs), or chatbots, mimic human con-
versations by processing user inputs and providing responses in a
sequential manner constituting a dialogue flow [5]. It evolved from
a rule-based system to one employing pattern matching, deep learn-
ing based discriminative techniques and later to gen-AI solutions.
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The transformer architecture is the backbone of many of these state-
of-the-art methodologies [31]. The sequence of processes involved in
realizing a CA primarily are, understanding of user messages through
information extraction and generating responses while maintaining a
context from previous message exchanges [5].

Until recently, discriminative solutions were prevalent for NLU
and natural language generation (NLG) in the development of CA.
Large language representational models with transformer architec-
ture, like different versions of the BERT model, act at the core of
NLU in a discriminative fashion [8, 17, 13, 27]. These language rep-
resentational models provide efficient mathematical representations
of text, in terms of vector embeddings, which are later utilised for
downstream tasks like information extraction for CAs. For text re-
sponse generation, techniques ranging from response lookup tables
to GPT and BART are utilised [23, 14].

The rise of gen-AI solutions is beginning to revolutionise the
field of conversational AI, with extensive applications to question-
answering (QA) systems, CA, document generation and so on
[6, 34, 22, 29]. The gen-AI solutions are based on LLM, which also
share the transformer architecture like the BERT models [21]. The
QA system is probably the most widely used application of LLM,
prominently with a strategy termed as Retrieval Augmented Genera-
tion (RAG) [12, 15, 33]. CA employing LLM is generally visualised
as a QA pipeline, and RAG structure is employed.

Though LLM exhibits impressive text generation capabilities, its
use in the development of a DCA is not straightforward. The most
prominent challenge with using LLM in DCA is the lack of control
over its responses to user queries. LLMs are known to hallucinate
under unclear prompting, and user queries are not always concise [9].
While acting as a customer care agent for a business, hallucination by
the DCA can cause exposure of sensitive information or the spread
of misinformation. From the business’s perspective, this will result in
customer annoyance and detrimental effects on its brand reputation.
From the development aspect of a DCA, despite RAG strategy being
widely successful for QA pipelines, it is not remarkably effective for
CA. The factors of context maintenance and adherence to a dialogue
flow are the most relevant differences between a generic QA pipeline
and DCA, which appear to be laborious in the case of RAG [7].

In this paper, we propose a composite approach with discrimi-
native and gen-AI solutions for DCA, where we attempt to control
all the responses generated by the CA based on the business’s inter-
ests. We have conducted rigorous analysis on the identification of the
scope of the DCA and design a closed set of intents and dialogue flow



based on the scope. The NLU for intent recognition is implemented
using BERT in a discriminative AI approach. Later, adhering to the
dialogue flow, selective routing of user queries is performed based on
identified intents to LLM and custom generators to obtain relevant
responses. We reported the F1 scores as a metric to demonstrate the
effectiveness of NLU, and ROUGE & subjective evaluation scores to
showcase the efficiency of response generation. Thus, we designed
a DCA with an enclosed framework in terms of its scope, and com-
bined discriminative and gen-AI capabilities for its operation. Our
strategy gains the business’s confidence in releasing a controlled nar-
rative of their products/services, while preserving brand reputation.

The rest of the paper is organised as follows: In Section 2, we
explain the strategies of building a general purpose CA. In Section
3, we discuss the challenges in developing a DCA and how a com-
posite strategy is utilised. Section 4, elaborates the efficiency of the
proposed strategy in terms of NLU and response generation. We sum-
marise the contributions of this paper in Section 5.

2 Development of Conversational Assistants
CAs are predominantly expected to assist their users gather relevant
information and perform certain actions. Once we design a CA in
a dedicated setting, it is supposed to assist in customer interactions
for businesses. We will dive deep into methodologies of developing
a CA in the discriminative fashion and the gen-AI way.

2.1 The discriminative AI way

The development of a CA includes three major parts, namely, scope
identification, NLU of user messages, and response generation.
Scope identification generally entails, (a) understanding nuances in
specific business-customer interactions, (b) designing a closed set of
intents and entities, and (c) designing a dialogue flow for conver-
sation, aiming at performing specific actions that the business of-
fers [18]. The closed set of intents is identified based on the prod-
ucts/services and associated information dissemination the business
intends to do. The dialogue flow is usually designed to encourage
users to take certain actions like registering their interest to purchase
a specific product or service.

After this stage, the NLU is realised aiming at intent and entity
recognitions from user messages. Embeddings from language rep-
resentational models, like the BERT, word2vec and variants, are
used for NLU. These models are pretrained on huge amounts of
text data, during which they learn gross meanings of tokens by
analysing multiple occurrences of individual tokens in numerous
contexts [8, 17, 13, 27, 20]. The pretrained BERT-based models can
then be adopted for multiple downstream tasks including information
extraction in NLU for a CA [24, 26, 19].

The response generation for user queries in CAs generally hap-
pens in a custom fashion. The details to generate relevant responses
based on intents, sometimes need to be fetched from the business’s
knowledge bases via API calls. Later, text responses incorporating
the fetched details are generated in a custom fashion using NLG
methods based on RNN, CNN, etc. [18].

There exist other methodologies for the development of CAs, like
QA systems relying on Information Retrieval (IR), seq2seq models,
etc. which use question-answer pairs for training. However, the IR
is less appropriate to fit in a dialogue flow and it lacks a personal-
ity for the CA [5]. Generally, scaling up the number of intents and
addressing complex dialogue flows are pointed out as disadvantages
of intent-based CAs [18]. Yet, in our opinion, it is a suitable fit for

dedicated scope settings. We note that the responses from it will not
be as appealing as the gen-AI responses.

2.2 The gen-AI way

The CA is considered as a QA based IR system, where a semantic
similarity search is performed between LLM embeddings of query
and prospective answers, which are later passed to LLM itself for
answer generation. The LLM embeddings are effective vector repre-
sentations of text, generated from a pretrained model based on trans-
former architecture, which is trained on a huge volume of text data.
The semantic search based on the LLM embeddings provides faithful
IR from a database in relation to the user queries.

This strategy, termed as RAG, organises the prospective answers
as text chunks and saves their LLM embeddings in a vector database
for query-based retrieval [12, 15]. This method avoids the need for
intent recognition and adhering to dialogue flow; instead provides a
free flow of conversation. Several enhancements were proposed to
IR-QA using LLMs in [10, 28]. However, maintaining context in
RAG is realised by repeatedly passing previous user messages (or
a consolidated context) as a prompt to an LLM [1]. This becomes a
costly affair over time, in terms of querying and maintaining double
storage of the same data, as a DCA is supposed to be the customer
care agent for businesses for a really long time. RAG does not work
remarkably well in DCAs as it does in "QA over docs" [7].

Additionally, the gen-AI solution for DCAs does not work based
on intents. Without exhaustive prompting, it can answer all queries
from users, even out-of-scope ones. This is not preferred in DCA,
and most businesses have strict policies against this.

2.3 The composite way

It is suggested that in a dedicated setting, the CA should respect
(a) the scope (intents and dialogue flow), (b) respond within con-
text of conversations, and (c) respond with natural sentences rather
than custom crafted sentences. We propose to merge capabilities of
discriminative and gen-AI to accomplish these considerations for a
DCA.

3 Conversational Assistant with Composite
Architecture

We proceed to implement the DCA with a composite architecture
for business-customer interactions. With this strategy, we perform
information extraction from user queries to understand customers’
query/messages. Later, based on identified intents and entities from
user messages, we fetch the information required to answer the
queries. Adhering to the dialogue flow and identified intent, we
choose an LLM or a custom response generator to answer the user
messages. In this section, we explain the sequence of development
processes for a DCA with composite architecture.

3.1 Scope identification

This process involves understanding the business’s requirements and
preferences in their customer interactions through meticulous dis-
cussions. Then, we identify the closed set of intents of user queries
that the business wants to support based on the products and services
they offer. Later, we classify these intents into four categories based
on how we want to respond to them.



The generic intents (Intent category 1 or IC1) include queries be-
longing to ‘greet’, ‘goodbye’, etc. where responses should be given
to acknowledge the presence of the user. The in-scope low-risk intent
category (Intent category 2 or IC2) contains queries related to fea-
tures of a specific product/services, and the details to respond to these
queries are generally advertised by the business itself. Hence, there is
no involvement of sensitive information. The in-scope critical intent
category (Intent category 3 or IC3) contains queries related to price,
technical specifications or service personnel for products/services.
The answer to these queries may contain sensitive information and
businesses would like to have complete control over the responses of
DCA. Additionally, we designed an out-of-scope intent (Intent cate-
gory 4 or IC4), which includes queries that the business thinks that
its DCA should not be answering. Examples of user queries are given
in Table 1.

Intent Category Examples of user messages

Generic (IC1) Hello
Good morning

In-scope low-risk (IC2) Colour options for ProductA
Tell me about ProductB

In-scope critical (IC3) Share the pricing for customised PlanA
Where is the nearest service centre located?

Out-of-scope (IC4) Share info on global warming
Astrology help

Table 1. Examples of user messages received by a DCA

A dialogue flow for conversations is also formulated in discussion
with the business. The importance of dialogue flows stems from the
fact that certain type of queries from customers are what the busi-
ness focuses on converting into sales/service opportunities. So, it is
in the interest of business profitability to guide the customers in a
certain manner, assisting them in registering their interest in prod-
ucts/services, connecting them with service personnel, aiding in on-
line purchase processes, and so on. The DCA should identify the
intent of users and take them in a certain dialogue flow.

Thus the scope identification consists of business conversations,
identifying the closed-set of intents for DCA and design of a dialogue
flow.

3.2 NLU

3.2.1 Description of dataset

We contacted a customer care call center to obtain a dataset of cus-
tomer queries received by product and/or services companies2. We
further anonymised the sensitive content in the data to remove any PII
content. We also appended additional data curated by LLM (GPT3.5
Turbo) to introduce a variety in the querying pattern to make the
NLU pipeline more robust. We prepared training and test data of user
queries belonging to all intents by making sure that we have atleast
100 examples to train and 30 examples to test for each intent.

3.2.2 Modelling the NLU

We designed the NLU process pipeline with a tokenizer, featurizers
and a multi-task classifier for intent and entity recognitions [2]. The

2 The dataset consists of privileged client data. We are unable to open-source
this dataset, respecting Digital Personal Data Protection Bill, 2022, [Coun-
tryName].

NLU process pipeline is shown in Figure 1. The components in the
NLU pipeline are

• Tokenizer: We used a simple whitespace tokenizer to split words
as tokens

• Featurizer: A combination of sparse and dense features
• Classifier: Multi-task classifier for intent and entity recognition

For the featurizer process, we experimented with different variants
of BERT models for embedding extraction. These embeddings are
used as dense features in our work. Later, we paired the dense fea-
turizer with some sparse featurizers, like n-grams to form composite
featurizer components [32]. The classifier that we used was the dual
intent-entity transformer (DIET) from the RASA framework [2].

Figure 1. Process pipeline for the NLU.

We trained this process pipeline with the training dataset from all
intents and later validated and tested it with respect to intent identifi-
cation accuracy. Apart from the data from customer queries dataset,
we prepared data for modelling out-of-scope intent. We took moti-
vation from the idea of the universal background model in speech
technology [25], and prepared the training data by involving as many
diversified examples as possible. This data included more number of
examples with offensive/sensitive nature and critical nature to busi-
ness considerations, like queries related to their competitors’ prod-
ucts/services. The NLU pipeline that we have chosen is based on
discriminative AI.

3.3 Response generation

After recognising the intent of the user query, based on the intent cat-
egory that it belongs to, we route it to either an LLM or custom re-
sponse generator to construct answers. The generic and in-scope low-
risk intents do not involve sensitive information in their responses
and the business feel confident in passing these intents to LLMs for
response generation. Whereas, in-scope critical intents involve sensi-
tive/protected information, and are routed to custom response gener-
ators consuming information fetched over API calls to the business’s
knowledge bases. The out-of-scope intents always result in a static
response, expressing the inability of DCA to answer the queries in
this intent-category.

For obtaining responses from LLM, we made use of OpenAI APIs
by passing the query and details to answer in a prompt [3]. We per-
formed prompt designing to avoid hallucinations in the response gen-
eration by an LLM. Certain instructions like avoiding comparison be-
tween different brands, avoiding abuse were strictly enforced on the
LLM via prompt. An example set of user query - prompt for LLM -
corresponding response is given in Table 2.

In some scenarios, while handling in-scope low-risk intents, addi-
tional information related to the conversation and the user query was
sourced in the prompt from the business enterprise data. This brought
in the effect of keeping the response relevant to the scope of the con-
versation, while responses being natural. Another example set of user
query - prompt for LLM - corresponding response, corresponding to
prompting with additional information, is also given in Table 2.



Query What is the mileage of [carA]?
Prompt You are an automated car sales assistant that gives required

information on available mileage in market for particular cars,
mentioned in the query. User message will be a dictionary of
three parts. first is the text query, second is intent, third is car
names. Do not give comparisons between mileage of different
vehicles.

Response [carA] mileage is 22.41 kmpl to 31.12 km/kg.
Query Information about [ProductA]
Prompt You are a product presales assistant that gives only required

information on products with its general details. User message
will be a dictionary of four parts. first is the text query, second
is intent, third is the product names, fourth is features of those
products. Please make use of features while answering. Make
answer interesting. Do not give comparisons of different prod-
ucts.

Response Ah, the [ProductA]! A [product] that truly takes things to the
next level. Let me give you the scoop on this marvelous ma-
chine. First and foremost, safety is prioritized to the next level.
You can feel secure knowing that it comes with Next Level
Safety features, ensuring your well-being ...

Table 2. Example of prompting an LLM to get response for user queries.

We kept response generation for critical intents in-house using
custom generators. These response generators are allowed to fetch
information from the knowledge base of the business with API calls,
and integrate the fetched information into static text prefix or suf-
fix. The out-of-scope intent will always be answered with a static
response. This fashion of responding to user queries ensures that the
business controls the narrative in their customer interactions.

The overall design of the composite architecture proposed in this
paper for DCA, combining the abilities of discriminative and gen-AI,
is shown in Figure. 2.

Figure 2. Proposed schema of composite architecture for a DCA.

4 Results and Discussions
We evaluated the schema of composite architecture for a DCA, in
terms of the accuracy of NLU and appropriateness of response gen-
eration in terms of objective scores and subjective evaluation. The
identified scope for DCA included a total of 15 intents, which has
3 generic intents (IC1), 4 in-scope low-risk intents (IC2), 3 in-scope
critical intents (IC3) and 1 out-of-scope intent (IC4). Additionally,
there are 4 named entities that the business is interested in capturing
from user messages. We considered at least 100 examples per intent
for training and around 30 examples per intent for testing.

4.1 Evaluation of NLU

We trained the NLU pipeline of information extraction with the train-
ing data, while experimenting with multiple Language Models (LMs)

for embedding extraction. The LMs are obtained as huggingface
hosted models [11]. The intent recognition F1 score from NLU using
various LMs over 4 intent categories are reported in Table 3.

We observed that the intent category, IC3, had a comparatively
higher F1 score than the of rest of the intent categories. The training
data for intents belonging to IC3 depicts a specific querying pattern
of inquiring typical details maintained by the business. Other intent
categories are also represented well by LM featurizers and we ob-
tained faithful F1 scores in intent recognition.

The queries belonging to out-of-scope intent represent "everything
else" apart from the scope of the DCA vaguely like the noise. Hence,
it becomes tricky for the model to learn that representation. We ob-
tained high F1 score from different LMs for the IC4 category (out-
of-scope). The higher F1 score for a challenging intent like out-of-
scope can be attributed to our crafted data preparation for this intent.
As indicated in Section 3.2.2, we relied on the idea of modelling
the universe of speakers in speech technology. We created a training
dataset with wide scope of queries/statements/messages on a variety
of topics unrelated to the designed scope of DCA.

The classic BERT-large model is delivering the best F1 score of
NLU, across all intent categories. We chose the NLU pipeline with
the BERT Large model for the following studies.

Table 3. Evaluation of NLU: F1 scores (%) of intent recognition
corresponding to intent categories (IC) delivered by different language

models(LM).

PPPPPPLM
IC IC1 IC2 IC3 IC4 All

bert-base-uncased 99.53 98.74 99.58 98.65 99.12
bert-base-cased 99.26 98.94 99.58 98.92 99.18
bert-large-uncased 100.00 98.95 99.88 99.46 99.57
bert-large-cased 100.00 99.56 99.70 99.46 99.68
roberta-base 98.78 98.89 99.30 97.82 98.70
distilbert-base-uncased 98.79 99.06 99.58 98.65 99.02
distilbert-base-cased 98.36 98.24 98.64 98.38 98.41
GPT2 88.93 91.94 94.16 93.59 92.15

Once the intent recognition is performed and user queries are
tagged with intent labels, the selective routing of those queries to
gen-AI or custom response generators happens. The DCA responses,
either from gen-AI or custom generators, are then evaluated objec-
tively (ROUGE scoring, Cosine similarity score) and subjectively
(manual evaluation).

4.2 Evaluation of LLM responses

For the evaluation of responses, we identified two user personas,
namely the "business person" and "customer". These two user per-
sonas are required as the user satisfaction from business and cus-
tomers are equally important for a DCA. From the LLM responses,
40 queries from the in-scope low-risk category (IC2) over 4 intents
are passed to GPT3.5 via openAI API and responses are collected.
This set of query-response pairs is given to 8 individuals belonging
to the business user persona and customer user persona, for manual
subjective evaluation. The subjects involved in the subjective study
were asked to rate the DCA responses from LLM on a scale of 1 to 5
(1 being unsatisfied and 5 being excellent). We computed the Mean
Opinion Score (MOS) of ratings given by these individuals, which
are reported in Table 4.

It is observed that users belonging to both personas expressed
their satisfaction with DCA responses from LLM faithfully. The cus-
tomer satisfaction is low in LLM responses to queries belonging to



I3 and I4. These intents required additional information to be pro-
vided to LLM for response generation. And, it appears that the LLM
responses consuming a specific set of information tend to be verbose.
Customers noted verbosity as a reason for their displeasure in LLM
responses to intents I3 and I4. The business users expressed their sat-
isfaction equivalently across all intents.

Table 4. Evaluation of response generation by the LLM. Subjective and
objective scores for responses from DCA corresponding to 4 intents

belonging to the IC2 category.

XXXXXXXXScoring
Intent I1 I2 I3 I4

Mean opinion score (1-5)
Customer persona 4.78 4.74 3.32 2.77
Business persona 4 3.7 4.1 4.2

Objective evaluation
ROUGE Score(%) 66.84 62.63 27.37 66.35
Cosine score (%) 93.23 89.29 74.84 96.85

The objective evaluation of LLM responses to 4 intents belong-
ing to category IC2 is performed and reported in terms of ROUGE
score and Cosine similarity score. To compute these scores, we cre-
ated a ground truth set of responses in consultation with the business.
The ROUGE score is calculated to evaluate whether the generated re-
sponse precisely summarises/incorporates the ground truth. We addi-
tionally calculated cosine similarity scores to reconfirm if the gener-
ated response and the ground truth are aligned in their meanings. The
results of the objective evaluation of LLM responses are reported in
Table 4.

The nature of the calculation of the ROUGE score includes the
n-gram approach. They sometimes fail to represent the similarity
of meanings between sentences, when different wordings are used
to express the same fact. In such scenarios, higher cosine similar-
ity scores reassure the right validation for the evaluation. Note that
for calculating the similarity score, both the generated response and
the ground truth were embedded using the BERT featurizer and their
distance in the vector space was calculated to capture their semantic
distance.

The objective evaluation of LLM responses indicates that the
ROUGE and Cosine scores are in agreement [16]. The LLM response
scored least in intent I3, mostly due to the verbosity of responses.

The evaluation in Table 4 shows the DCA is able to cater to both
sides of the dialogue, namely, business and customer. The difference
in the distributions of the scores originates from the fact that what-
ever a business wants to present will not always be a typical enquiry
of the user. A user query can be very specific to an individual user
whereas the business responses are supposed to be diluted to a cer-
tain level to accommodate the diverse variety of user audiences. Also,
dips in the ROUGE scores were noticed when the LLM presented
creative responses with additional verbosity to make the answer in-
teresting for the user. The response analysis also hints at the com-
plementary steps like performing preprocessing on user queries for
noise removal and spelling corrections, and further engineering of
the prompts to make them richer in terms of context for the extended
scope of the research.

We observed that the LLM responses are appealing to users, and
are blended well in the dialogue flow of DCA. We have success-
fully integrated the abilities of discriminative NLU and generative
response creation over the partial scope of a DCA. The composite
architecture for DCAs effectively enabled businesses in controlling
the narrative around conversations with their customers, while ensur-
ing the customer’s satisfaction with using the DCA.

5 Conclusions

Dedicated conversational assistants have been successfully automat-
ing customer interactions for businesses, while ensuring that there is
no accidental leakage of protected information or circulation of neg-
ative impression on the brand. It is able to do so by operating within a
defined scope, adhering to a dialogue flow intended at acquiring op-
portunities, and controlling responses to user messages. The recent
progress in gen-AI frameworks has kickstarted a migration of tech-
niques in conversational AI from traditional discriminative methods
to generative methods with LLMs. However, there exist numerous
concerns over this migration with respect to data privacy, lack of con-
trol over responses, guided dialogue flow and so on.

In this paper, we propose a composite architecture for DCAs aim-
ing at utilizing the best that discriminative and generative models
have to offer. We built an NLU pipeline for DCAs in a discrimina-
tive fashion to enable information extraction from user messages. A
selective routing of user messages based on intents is designed with
respect to considerations arising from the dedicated scope of oper-
ation. We utilised gen-AI for response generation to user queries,
while providing ample control over the overall responses delivered
by the DCA. Our solution can be used to build confidence in business
owners about the utilization of gen-AI in their customer interactions,
while providing a natural connect for customers’ with the DCA.
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