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Abstract. Neurosymbolic Al is a growing field of research aim-
ing to combine neural networks learning capabilities with the rea-
soning abilities of symbolic systems. In this paper, we propose a
new formalism for supervised multi-label classification informed by
propositional prior knowledge. We introduce a new neurosymbolic
technique called semantic conditioning at inference, which only con-
strains the system during inference while leaving the training unaf-
fected. We discuss its theoritical and practical advantages over two
other popular neurosymbolic techniques: semantic conditioning and
semantic regularization. We develop a new multi-scale methodology
to evaluate how the benefits of a neurosymbolic technique evolve
with the scale of the network. We then evaluate experimentally and
compare the benefits of all three techniques across model scales on
several datasets. Our results demonstrate that semantic conditioning
at inference can leverage prior knowledge to build more accurate
neural-based systems compared to an uninformed system. We show
that despite only working at inference, it retains a substantial portion
of the benefits offered by semantic conditioning. Furthermore, we
detail several use cases in which semantic conditioning at inference
can be applied while semantic conditioning cannot.

1 Introduction

Neurosymbolic Al is a growing field of research aiming to combine
neural network learning capabilities with the reasoning abilities of
symbolic systems. This hybridization can take many shapes depend-
ing on how the neural and symbolic components interact, like shown
in [22, 41].

An important sub-field of neurosymbolic Al is Informed Machine
Learning [40], which studies how to leverage prior knowledge to im-
prove neural-based systems. There again, proposed techniques in the
literature can be of very different nature depending on the type of
task (e.g. regression, classification, detection, generation, etc.), the
formalism used to represent the prior knowledge (e.g. mathemati-
cal equations, knowledge graphs, logical formulas, etc.), the stage
at which knowledge is embedded (e.g. data processing, neural ar-
chitecture design, learning procedure, inference procedure, etc.) and
benefits expected from the hybridization (e.g. explainability, perfor-
mance, frugality, etc.).

In this paper, we tackle supervised multi-label classification tasks
where the set of semantically valid outputs is specified by a propo-
sitional formula. We consider neurosymbolic techniques that inte-
grate prior knowledge during learning, inference or both and that
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mainly aim at improving the performance of a neural classification
system. More specifically, we study a family of neurosymbolic tech-
niques that leverage probabilistic reasoning to integrate prior knowl-
edge, a trend that has gained significant traction in the recent litera-
ture [42, 27, 1, 2].

Contributions First, we introduce a formalism for supervised clas-
sification informed by propositional prior knowledge. Then, we build
upon this formalism to re-frame two existing neurosymbolic tech-
niques: one that only impacts training (semantic regularization) and
one that impacts both training and inference (semantic conditioning).
We also define a new technique that only impacts the inference stage:
semantic conditioning at inference. To the best of our knowledge,
we are the first to define a neurosymbolic technique based on proba-
bilistic reasoning which only impacts inference. This is a particularly
useful property in the era of off-the-shelves and foundation models
[7], which are pre-trained on massive amounts of general data to then
be applied in a multitude of heterogeneous downstream tasks. We
also show that this makes semantic conditioning at inference more
tractable than the two other techniques. Finally, we develop a multi-
scale evaluation methodology which enables to study how the bene-
fits of neurosymbolic techniques evolve with the scale of the neural
network and evaluate all techniques on four datasets, including two
large datasets whose size is rarely encountered in the neurosymbolic
literature. We show experimentally that benefits from semantic con-
ditioning at inference do not vanish as the neural network scales.

QOutline We start with preliminary notions in Section 2 and related
works in Section 3. Then, in Section 4, we introduce our formal-
ism for representing supervised informed classification tasks (Sec-
tion 4.1) and neurosymbolic techniques (Section 4.2), then compare
their theoritical properties (Section 4.3), implementation and com-
plexity (Section 4.4). In Section 5, we present our multi-scale evalu-
ation methodology and analyze the results for all techniques on four
different tasks. We conclude with possible future research questions
in Section 6. Proofs for all stated propositions can be found in the
supplementary materials.

2 Preliminaries

In this section, we give a formal definition of a neural classifica-
tion system, which serves as our basis for neurosymbolic techniques.
Then we briefly introduce propositional logic, one of the most com-
mon language for representing knowledge about a set of binary vari-
ables, which we will use throughout the paper to express our prior



knowledge on multi-label classification tasks. Finally, we define sev-
eral probabilistic reasoning problems that will be the foundation of
the neurosymbolic techniques we will study in the paper.

2.1 Neural classification

In supervised machine learning, the objective is to learn a functional
relationship f : X — ) between an input domain X’ and an output
domain Y from a labeled dataset D := (2%, y")1<i<q € (X x V)
Deep learning systems usually tackles such tasks using two main
modules: a neural network (i.e., a parametric and differentiable com-
putational graph) M is designed based on assumed properties of f,
then a differentiable cost function L is used to measure the distance
between the predictions and the labels, and the weights of the net-
work are optimized using backpropagation and gradient descent to
minimize the empirical error on the training set.

However, for classification tasks, such a framework cannot be ap-
plied strictly. Multi-label classification is a type of learning tasks
where elements in the output domain ) are subsets of a finite set
of classes Y. We call such a subset a state, and note )) = BY, where
B = {0,1}. A state y € BY can also be seen as an application
that maps each variables to B (i.e., for a variable V' € Y, we note
y(V) = lisequivalentto V' € y). Since the output space is discrete,
a differentiable distance cannot be defined directly on it.

Hence, a slightly modified framework is adopted, where a third
module | (besides the model and loss modules), called the inference
module, has to be defined to bridge the gap between the continuous
nature of the neural network (needed for gradient descent) and the
discrete nature of the output space. This third module, although es-
sential, is not often explicitly described. An illustration can be found
on Figure 1.

Definition 1. A neural classification system for multi-label classi-
fication is the given of :

e a parametric differentiable (i.e., neural) module M, called the
model, which takes as inputs € R%, parameters § € © and
outputs M(z,0) := Mg(z) := a € R, called pre-activation
scores or logits.

¢ a non-parametric differentiable module L, called the loss mod-
ule, which takes a € R” and y € {0, 1}" as inputs and outputs a
scalar.

e a non-parametric module I, called the inference module, which
takes a € R” as input and outputs a prediction y € {0, 1}*.

Remark 1. For lighter notations, we note a € R* as a simpler nota-
tion for a € RY assuming Y := {Y;}1<j<k-

A common approach to design a neural classification system is to
build upon a natural probabilistic interpretation. Logits produced by
the neural network are seen as parameters of a conditional proba-
bility distribution of the output given the input P(-|Mg(z)), the loss
module computes the cross-entropy of that distribution with a ground
truth label, and the inference module computes the most probable
output given the learned distribution.

When no prior knowledge is available about the set of classes (un-
informed case), a standard hypothesis is to assume independent out-
put variables. We illustrate below how this translates in a specific
neural classification system.

Example 1. For independent multi-label classification, we apply
a sigmoid layer on logits to turn them into probability scores. The
loss is the binary cross-entropy (BCE) between probability scores and

labels, and a variable is predicted to be true if its probability is above
0.5 (or equivalently its logit is above 0). This results in the following
modules:

Limc(a,y) := BCE(s(a),y)
=~ D us-log(s(ay)) + (1~ ;) log(1 — s(az)) (D

J
lime(a) := 1[a = 0] )

where s(a;) % is the sigmoid function and 1[z] :=

{ 1 ifztrue

. the indicator function.
0 otherwise /

2.2 Propositional Logic

A propositional signature is a set Y of symbols called variables
(e.8. Y = {a,b}). A propositional formula is formed inductively
from variables and other formulas by using unary (—, which ex-
presses negation) or binary (v, A, which express disjunction and
conjunction respectively) connectives (e.g. K = a A b which is true
if both variables a and b are true). We note F(Y) the set of formulas
that can be formed in this way. A state y € BY can be inductively
extended to define a valuation y* on all formulas using the standard
semantics of propositional logic (e.g. y*(a A b) = y(a) x y(b)). We
say that a state y satisfies a formula &, noted y |= &, if y* (k) = 1.
We say that a formula is satisfiable when it is satisfied by at least
one state. We use the symbol T to represent tautologies (i.e., formu-
las which are satisfied by all states). Two formulas s and + are said
equivalent, noted K = v, if they are satisfied by exactly the same
states. We refer to [36] for more details on propositional logic.

2.3 Probabilistic reasoning

One challenge of neurosymbolic Al is to bridge the gap between the
discrete nature of logic and the continuous nature of neural networks.
Probabilistic reasoning can provide the interface between these two
realms by allowing us to reason about uncertain facts. In this section,
we introduce two probabilistic reasoning problems: Probabilistic
Query Estimation (PQE), i.e., computing the probability of a for-
mula to be satisfied, and Most Probable Explanation (MPE), i.e.,
finding the most probable state that satisfies a given formula.

A probability distribution on a set of boolean variables Y is an
application P : BY — R™ that maps each state y to a probability
P(y) such that 3,  zv P(y) = 1. To define internal operations be-
tween distributions, like multiplication, we extend this definition to
un-normalized distributions £ : BY +— R™. The null distribution
is the application that maps all states to 0. The partition function
Z: & 3 gy E(y) maps each distribution to its sum, and we
note £ := ﬁ the normalized distribution (when & is non-null). The

mode of a distribution £ is its most probable state, ie argmax&(y).
yeBY
The independent multi-label classification system (see Example
1) is build by following the probabilistic interpretation based on the
exponential probability distribution, which is parameterized by a
vector of logits a € R”, one for each variable in Y, and corre-
sponds to the joint distribution of independent Bernoulli variables
B(pi)i1<i<k With p; = s(as).
Definition 2. Given a vector a € R*, the exponential distribution
is:
E(la) iy ] e®¥ 3)

1<i<k



We will note P(-|a) = £(-|a) the corresponding normalized prob-
ability distribution.

Typically, when belief about random variables is expressed
through a probability distribution and new information is collected
in the form of evidence (i.e., a partial assignment of the variables),
we are interested in two things: computing the probability of such
evidence and updating our beliefs using Bayes’ rules by condition-
ing the distribution on the evidence. Probabilistic reasoning allows
us to perform the same operations with logical knowledge in place
of evidence. Let’s assume a probability distribution 7P on variables
Y := {Y;}1<j<k and a satisfiable propositional formula x. Notice
that P defines a probability distribution on the set of states of Y. We
also note 1, the indicator function of x which maps satistying states
to 1 and others to O:

1.0 =1{ 5

Definition 3. The probability of x under P is:

ify =«
otherwise

P(r):=Z(P-1s) = Y, P(y)- 1a(y) “

yeBY
The distribution P conditioned on r, noted P(-|r), is:
P(|k) ;=P 1g )

Since P(-|a) is strictly positive (for all a), if & is satisfiable then
its probability under P(-|a) is also strictly positive. We note:

P(sfa) == Z(P(|a) - L.)
P(fa) 1.
Pl = )

Computing P(k|a) is a counting problem called Probabilistic
Query Estimation (PQE). Computing the mode of P(-|a, k) is an
optimization problem called Most Probable Explanation (MPE).
Notice that computing P(y|a, x) for a satisfying state y = & is
equivalent to solving PQE because P(y|a) can be computed in poly-
nomial time and:

P(yla)
P(Tla)

Solving these probabilistic reasoning problems is at the core of
many neurosymbolic techniques, as shown in Section 4.

P(yla, ) =

3 Related work

In this paper, we restricted our formalism to supervised classification
tasks informed with propositional prior knowledge. However, many
techniques in the literature work with prior knowledge expressed in a
different language or solve classification tasks where full supervision
is lacking.

Alternative logics Besides propositional logic, there are many lan-
guages used in the neurosymbolic literature to represent logical prior
knowledge: HEX-graphs in [12], tractable circuits in [1], linear pro-
grams in [31], Prolog in [27], ASP in [43], First Order Logic in [5].
Many translation methods exist to convert knowledge expressed in
those alternative logics into propositional logic. The trade-off be-
tween representation languages is mainly between expressivity and
tractability.

Supervision settings In real world applications, labeling large
amounts of data is difficult, expensive and slow, especially for multi-
label classification tasks featuring many classes [11]. Therefore,
much work has been done to formalize and exploit cheaper supervi-
sion settings where input samples are not fully labeled. In the semi-
supervised setting [37, 19], only a fraction of input samples are fully
labeled while the rest is unlabeled. Closely related is the partial-
labels setting [14], where only a subset of the classes are labeled for
each input sample. Partial labels can typically be found when prior
knowledge represents a functional dependency between a set of latent
variables and a set of observed variables, like in the MNIST-Add task
[27, 5, 26, 39], which aim is to learn a latent representation of hand-
written digits from observing only their sum. Some neurosymbolic
techniques have been specifically designed for these supervision set-
tings [42, 2].

4 Unifying neurosymbolic techniques for informed
supervised classification

4.1 Task

In this paper, we say that a task of supervised multi-label classifi-
cation is informed when it comes attached with prior knowledge,
expressed as a propositional formula «, that specifies which states in
the output space are semantically valid.

A supervised dataset D is consistent with prior knowledge x if
all labels satisfy # (i.e., V1 < i < n,y’ = ). In this paper we
will work under the hypothesis that both training and test datasets
are consistent. However, some techniques allow for a relaxation of
this assumption, enabling to use inconsistent datasets.

4.2 Techniques

This paper does not discuss the architecture of the neural model
(e.g. fully connected, convolutional, transformer-based, etc.) which
mainly depends on the modality of the input space (e.g. images, texts,
etc.), but rather focuses on the two other modules, to embed the struc-
tural prior we have on the output space. We give below two examples
of informed classification tasks and how the loss and inference mod-
ules can be adapted to embed prior knowledge.

Example 2. Categorical classification arises when one and only one
output variable is true for a given input sample (e.g. mapping an
image to a single digit in [0, 9] for MNIST). These constraints can
easily be enforced by the following propositional formula:

o (V) (A

1<5<k 1<j<i<k

(=Y v ﬂfz)) ©

where the first part ensures that at least one variable is true and the
second part prevents two variables to be true simultaneously. For
categorical classification, the sigmoid layer is replaced by a softmax
layer and the variable with the maximum score is predicted, which
leads to the following modules:

Lok (a,y) := CE(s(a),y) = —log((o(a),Ok(5))) (D

lo, (a) := Or(argmax(a)) ®)

where CE is the cross-entropy, o(a) = (%)1gj<k and Oy, gives
the one-hot encoding (starting at 1) of j € [1,k], e.g. ®4(2) =
(0,1,0,0).



Example 3. Hierarchical classification on a set of variables
{Y; }1<j<k is usually formulated with a directed acyclic graph G =
(Y, E}) where the nodes are the variables and the edges Ej, ex-
press subsumption between those variables (e.g. a dog is an an-
imal). This formalism can even be enriched with exclusion edges
H = (Y, Ey, E.) (e.g. an input cannot be both a dog and a cat), like
in HEX-graphs [12]. There again, the translation to propositional
logic is straightforward:

f-m:=( A nv%)A( A thﬂ@-)) ©)
(i,5)€ER (4,5)€Ee

where the first part ensures that a son node cannot be true if its fa-
ther node is not and the second part prevents two mutually exclusive
nodes to be true simultaneously. Many techniques have been pro-
posed to integrate hierarchical knowledge in a neural classification
system. For instance, [30] introduces a hierarchical loss to penalize
more errors on higher classes of the hierarchy, [17] refines the logits
based on the hierarchy while [12] replaces the exponential distribu-
tion by a Conditional Random Field that integrates the hierarchical
knowledge.

Beyond categorical and hierarchical classification, propositional
logic can be used to define very diverse output spaces (e.g. Sudoku
solutions [4], simple paths in a graph [42, 1], preference rankings
[42], matchings in a graph [33, 2], etc.).

Therefore, the purpose of a neurosymbolic technique is to auto-
matically derive appropriate loss and inference modules from prior
knowledge, generalizing the work made on independent, categor-
ical and hierarchical cases to arbitrary structures. We formalize
this process with the definition below and illustrate it on Figure 1.

Definition 4 (Supervised neurosymbolic technique). A supervised
(model agnostic) neurosymbolic technique is T := (£, J) such that
for any finite set of variables Y and prior knowledge « € F(Y):

&(Y,k):=L:RF x Y —»R"
(Y, k):=1:R Y

(Y, )

MODEL

NESY TECHNIQUE CLASSIFICATION SYSTEM

Figure 1. Illustration of a (model agnostic) neurosymbolic technique: it
takes prior knowledge as input and outputs the loss and inference modules of
a neural classification system.

We define illustrate this definition below with three neurosymbolic
techniques, including our new technique called semantic condition-
ing at inference, and relate each technique to the existing neurosym-
bolic literature.

Semantic conditioning Following the probabilistic interpretation
introduced in Section 2.1, a natural way to integrate prior knowl-
edge « into a neural classification system is to condition the distri-
bution P(-|M(z, 8)) on k. This conditioning affects the loss and in-
ference modules, both underpinned by the conditional distribution. It

was first introduced in [12] for Hierarchical-Exclusion (HEX) graphs
constraints. Semantic probabilistic layers [1] can be used to imple-
ment semantic conditioning on tractable circuits. Moreover they go
beyond exponential distributions and allow for a more expressive
family of distributions using probabilistic circuits. NeurASP [43] de-
fines semantic conditioning on a predicate extension of ASP pro-
grams. Likewise, DeepProbLog [27] provides an interface between
Problog [10] programs and neural networks. However, since proba-
bilistic reasoning in DeepProbLog is performed through grounding,
its computational complexity is akin to that of semantic conditioning
where the set of variables is the Herbrand base of the Prolog program.
An approached method for semantic conditioning on linear programs
is proposed in [31].

Definition 5. Semantic conditioning is T := (s, Jsc) such that
for any finite set of variables Y and formula x € F(Y):

Lse(Y, k) : (a,y) —» —log(P(yla, )) (10)
Jse(Y, k) : a — argmaxP(yla, ) (11)

yeBY

Semantic regularization An other approach, and one of the most
popular in the literature, is to use a multi-objective scheme to train the
neural network on both labeled instances and semantic constraints: a
regularization term measuring the consistency of the output of the
neural network with the prior knowledge is added to the standard
negative log-likelihood of the labels to steer the model towards pro-
ducing scores that match the prior knowledge. First introduced using
fuzzy logics [13, 16, 5], a regularization technique based on proba-
bilistic reasoning was introduced in [42].

Definition 6. Semantic regularization (with coefficient A > 0) is
TN = (2?, TJ?)) such that for any finite set of variables Y and for-
mula x € F(Y):

(Y, 5) : (a,y) — —log(P(yla)) — X log(P(sfa)) ~ (12)
XY, k) : a — argmaxP(y|a) (13)

yeBY

Semantic conditioning at inference Finally, we introduce a new
neurosymbolic technique, called semantic conditioning at infer-
ence, which is derived from semantic conditioning but only applies
conditioning in the inference module (i.e., infers the most probable
state that satisfies prior knowledge) while retaining the standard neg-
ative log-likelihood loss.

Definition 7. Semantic conditioning at inference is T,.; :=
(Lseiy Tses) such that for any finite set of variables Y and formula
ke F(Y):

Lsi(Y, k) : (a,y) — —log(P(yla)) (14)
Jsci(Y, k) = Jse(Y, ) (15)

4.3 Properties

Our formalism enables us to define desirable properties of neurosym-
bolic techniques in a general way. We detail below two critical prop-
erties and identify which of the three techniques possess them. For-
mal definitions for the properties and proofs of the propositions can
be found in the supplementary materials.



Syntactic invariance A neurosymbolic technique is invariant to
syntax when equivalent formulas produce identical loss and infer-
ence modules when fed to £ and J.

Proposition 4. Semantic regularization, semantic conditioning and
semantic conditioning at inference are all invariant to syntax.

This is because all three techniques rely on probabilistic reasoning
tasks which only depend on the indicator function 1, of the formula
(two equivalent formulas have identical indicator functions by def-
inition). This property is generally not satisfied by neurosymbolic
techniques based on fuzzy logics [13, 16, 5].

Consistency A neurosymbolic technique is consistent (see [1])
when the inference module can only produce outputs that satisfy the
prior knowledge.

Proposition 5. Both semantic conditioning and semantic condition-
ing at inference are consistent.

This is not true of semantic regularization which can not guarantee
consistency with the independent inference module.

Furthermore, when performing inference based on identical model
modules and learned parameters, semantic conditioning at inference
guarantees greater or equal accuracy compared to traditional inde-
pendent inference.

Proposition 6. if ;.. infers the right labels, then ||, will also infer
the right labels, i.e., :

Va e Rk,y )= K, |imc(a) =y = jSCi(Yv"’i)(a) =Y

Besides retaining syntactic invariance and consistency from se-
mantic conditioning, semantic conditioning at inference has other
impactful properties that make it a suitable choice compared to se-
mantic conditioning and regularization.

First, whereas semantic conditioning and semantic regularization
rely on solving PQE to compute their loss module, semantic condi-
tioning at inference only relies on solving MPE for its inference mod-
ule. This has huge consequences on computational tractability: we
demonstrate in Section 4.4 that there families of propositional for-
mulas for which semantic conditioning at inference remains tractable
while semantic conditioning and semantic regularization become in-
tractable.

Second, integrating prior knowledge only at inference time offers
more flexibility than integration during training. For instance, it can
be used if prior knowledge is unavailable at training time (see for
instance [18], which provides prior knowledge to an existing task
of object detection) or susceptible to evolve. This is a particularly
useful property in the era of off-the-shelves and foundation models
[7], which are pre-trained on massive amounts of general data to then
be applied in a multitude of heterogeneous downstream tasks, since
task specific prior knowledge can not be integrated during most of
the training process.

4.4 Complexity and implementations

In this section we analyse the complexity of probabilistic reasoning,
which is at the core of all techniques presented in the paper, and
show that semantic conditioning at inference remains tractable on
families of propositional formulas for which semantic conditioning
and semantic regularization are not.

As mentioned in Section 2.3, all three neurosymbolic techniques
defined in Section 4.2 internally rely on solving MPE and PQE prob-
lems. Unfortunately, MPE and PQE are NP-hard and #P-hard respec-
tively in general (by a poly-time reduction from SAT and #SAT re-
spectively). This implies that scaling these probabilistic neurosym-
bolic techniques to large classification tasks (i.e., tasks with a large
number of variables) on arbitrary prior knowledge requires an ex-
ponential amount of computing resources (unless P = NP) and is
therefore not realistic.

However, there are families of propositional formulas for which
MPE and PQE problems can be solved tractably. This is the case
of enumerable formulas (for which satisfying states can be listed in
polynomial time) or bounded tree-width formulas for instance.

To go beyond tree-width, one approach that has become predom-
inant in the literature is to use knowledge compilation to trans-
late a propositional formula into a representation language that can
solve probabilistic reasoning problems efficiently (i.e., in a time
polynomial in the size of the compiled formula). Several fragments
of boolean circuits [9] were identified as suitable compilation lan-
guages. Decomposable Negational Normal Form (DNNF) circuits
can solve MPE problems in linear time and deterministic-DNNF
(dDNNF) can additionally solve PQE problems in linear time. Sen-
tential Decision Diagrams (SDD) [8] is a fragment of dDNNF that
offers polynomial negation, conjunction and disjunction. Besides, [§]
shows that a propositional formula x in conjunctive normal form
with k£ variables and a tree-width 7 has an equivalent compressed
and trimmed SDD of size O(k27). Due to these properties, SDD has
become a standard compilation language for probabilistic neurosym-
bolic systems [42, 1, 27]. Finally, [25] showed that acyclic simple
path constraints can be compiled into an OBDD (a subset of SDD)
of size polynomial in the number of edges in the graph, meaning that
MPE and PQE problems can be solved tractably for propositional
formulas that represent simple path constraints.

Finally, counting problems are known to be much harder in general
than optimization problems [38]. For instance, MPE can be solved in
polynomial time for formulas representing matching constraints (by
reduction to finding a maximum weight-sum matching [15]), while
PQE is still #P-hard [3]. As mentioned earlier in Section 4.3, this im-
plies that semantic conditioning at inference is tractable on matching
constraints while semantic conditioning and semantic regularization
are not. In knowledge compilation, solving MPE only requires to
compile the formula to a DNNF circuit while PQE requires in addi-
tion the target circuit to be deterministic, at the cost of larger com-
piled circuits and slower computations. Besides, this also reflects in
the greater development and efficiency of optimization solvers com-
pared to counting algorithms, which often makes semantic condition-
ing at inference easier to implement in practice (see below for simple
path tasks). Any propositional formula in conjunctive normal form
can also be converted to a binary linear program and semantic con-
ditioning at inference can therefore exploit readily available libraries
for mixed integer linear programming. Using this [31] presents an
algorithm to approximate PQE using the Gumbel-max trick [32].

In all our experiments however, probabilistic reasoning computa-
tions brought no significant overhead on top of the neural network.

For categorical tasks, the number of valid states is enumerable in
linear time, hence there are no complexity issues to implement all
three techniques.

For hierarchical tasks, we implemented our own version Uof [12],
which uses a custom compilation algorithm to convert the proposi-

1 Their code was not publicly available. Our code is attached in the supple-
mentary materials and will be made publicly available in the final version.



tional formula into a minimal junction tree and then applies a sparse
message passing procedure.

For simple path prediction task, we used the compilation technique
in [25] alongside the SPL package [1] to implement semantic con-
ditioning and semantic regularization. For semantic conditioning at
inference, we simply adapted a shortest path solver from NetworkX
[20] based on the Bellman-Ford algorithm [6].

5 Experiments

We showed in the previous section how semantic conditioning at
inference was provably more accurate than independent multi-label
classification. In this section, we illustrate to what extent this guaran-
tee translates experimentally on a categorical task, two hierarchical
tasks and a simple path prediction task. We also compare semantic
conditioning at inference to existing techniques semantic condition-
ing and semantic regularization.

5.1 A new multi-scale methodology

Most papers in the field evaluate the benefits of their neurosymbolic
technique on a single network size. Although informative, such a
methodology paints a very limited picture of the benefits of the tech-
nique and leaves many questions unanswered. In particular, it does
not allow to estimate how these benefits evolve when resources given
to the system (e.g. network scale, dataset size, training time, etc.) in-
crease. Besides, it is well known that performance is (marginally)
increasingly more expensive to obtain in terms of resources [34],
and appreciation of the value of prior knowledge and neurosymbolic
techniques must take that into account. This leads to two main short-
comings. First, it provides limited insights into the sustainability of
these benefits as the trend towards larger and deeper networks un-
folds. Secondly, answering frugality-driven questions through this
methodology is impossible.

To overcome those limitations, we developed a multi-scale evalu-
ation methodology that studies the dependency between the perfor-
mance of the neurosymbolic technique and the resources of the sys-
tem. For each task, we selected a single architectural design that can
be scaled to various sizes. We used a simple Convolutional Neural
Network (CNN) [24] design on the MNIST dataset (Section 5.2.1)
and the family of DenseNets [21] on all others (Sections 5.2.2 and
5.2.3). Then, across networks of different scales, we compared the
performance of the three neurosymbolic techniques and an unin-
formed baseline (independent multi-label classification). We report
the exact accuracy [1] (called coherent accuracy in [12]), i.e., the
share of instances which are well classified on all labels, as our eval-
uation metric. More details on the experimental setup (number of
epochs, hyperparameters, etc.) are given in the supplementary mate-
rials.

Moreover, this methodology allows us to model the results points
recorded for each technique [34] and therefore compute interesting
metrics, such as asymptotic accuracy or frugality-driven like com-
pression ratios (see the supplementary materials for more informa-
tion).

5.2 Tasks
5.2.1 Categorical classification

We mentioned earlier (see Section 4) how categorical classification
tasks could be framed as a multi-label classification with prior knowl-
edge. MNIST is one of the oldest and most popular dataset in com-

puter vision and consists of small images of hand-written digits (e.g.
or B). Since its introduction in [24], it has been used as a foy
dataset in many different settings. Likewise in neurosymbolic liter-
ature, many researchers used MNIST as a basis to build structured
dataset compositionally (e.g. the PAIRS dataset in [28], the MNIST-
Add dataset in [27, 5, 26, 39] or the Sudoku dataset in [4]).

5.2.2 Hierarchical classification

The Cifar-100 dataset [23] is composed of 60,000 images classi-
fied into 20 mutually exclusive super-classes (e.g. reptile), each di-
vided into 5 mutually exclusive fine-grained classes (e.g. crocodile,
dinosaur, lizard, turtle, and snake). While most papers only consider
the categorical classification task arising form the 100 fine-grained
classes, we keep all 120 classes to produce a multi-label classifica-
tion task where prior knowledge captures mutual exclusion and the
hierarchy between super and fine-grained classes.

The ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) [35] is an image classification challenge which has be-
come a standard benchmark in computer vision to compare perfor-
mances of deep learning models. As of August 2014, ImageNet con-
tained 14,197,122 annotated images organized into 21,841 synsets
of the WordNet hierarchy [29], however standard image classifica-
tion tasks often use a subset of those, usually 1,000 or 100 synsets.
The WordNet hierarchy defines subsumption (or inclusion) between
classes, and can be used in many ways to create a task of binary
multi-label classification with prior knowledge.

For our experiments, we sample 100 classes from 1k ImageNet
and add all their parent classes. We then prune classes that have only
one parent class and one child class to avoid classes having identical
sample sets. We thus obtain a dataset of ImageNet samples labeled
on a hierarchy of 271 classes. Prior knowledge for this task includes
the hierarchical knowledge coming from WordNet, as well as exclu-
sion knowledge that we obtain by assuming two classes having no
common descendants are mutually exclusive.

5.2.3  Simple path prediction

The Warcraft shortest path task [33, 43, 31, 1] uses randomly gen-
erated images of terrain maps from the Warcraft II tileset. Maps are
build on a 12 x 12 directed grid (each vertex is connected to all its
neighbors) and to each vertex of the grid corresponds a tile of the
tileset. Each tile is a RGB image that depicts a specific terrain, which
has a fixed traveling cost. For each map, the label encodes the short-
est s-t path (i.e., a path from the upper-left to the lower-right corners),
where the weight of the path is the sum of the traveling costs of all
terrains (i.e., grid vertices) on the path. The terrain costs are used
to produce the dataset but are not provided during training nor in-
ference. In the original dataset [33], output variables correspond to
vertices in the grid and a state satisfies the simple path constraint if
the vertices set to 1 constitute a simple s-t path.

This representation comes with several issues. First, as noted in
[1], the set of vertices ambiguously encode more than one path (be-
cause of cycles in the grid, there are several possible simple paths
that go through the same vertices). Besides, computing MPE and
PQE for simple path constraints on general directed graphs are re-
spectively NP-hard and #P-hard [25]. To make this task tractable, [1]
transforms the output space in the following way: edges of the grid
are chosen as output variables instead of vertices and only simple
paths with a maximal length of 29 (the maximal length found in the
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Figure 2. From left to right: results at the last epoch on MNIST, Cifar, Imagenet and Warcraft shortest path. Each graph plots exact accuracy (right axis) for
all four techniques against the size of the network. Additionally, we plot accuracy gains (i.e., the accuracy gap with independent multi-label classification) for
semantic conditioning at inference (left axis).

training set) are kept. This implies that the test set might not be con-
sistent with the constraints since it might contain a path longer than
29 edges. Besides, such method would not scale to larger grids since
the length of paths would grow exponentially.

In our experiments, we adopt a different approach. We keep the set
of edges as our output variables, but we turn the grid into an acyclic
graph by only connecting vertices to their right and lower neighbors.
It is shown in [25] that acyclicity is a sufficient condition to make
MPE and PQE tractable when variables are mapped to edges of the
graph. This transformation allows us to scale to larger grids without
an explosion of the computational cost. We recompute the labels for
the new output space using the terrain costs.

Figure 3. Examples of Warcraft maps and their shortest paths [1]

5.3 Results and analysis

The results of our experiments are displayed on Figure 2, a graphical
representation has been chosen over a tabular one to highlight how
accuracy curves evolve as the network scales.

Observation 1. For all tasks, and across model scales, semantic
regularization brings little benefits in terms of accuracy compared
to independent multi-label classification.

This seems to indicate that semantic regularization benefits mainly
come in a semi-supervised setting.

Observation 2. For MNIST, Cifar and ImageNet tasks, and across
model scales, techniques based on the conditioned inference mod-
ule Js. (e.g. semantic conditioning and semantic conditioning at
inference) significantly outperform independent multi-label classi-
fication.

Besides, our results show that semantic conditioning at inference
retains most of the performance gains (about 75%) of semantic con-
ditioning, despite only integrating knowledge during inference.

Observation 3. For the Warcraft shortest path prediction task, se-
mantic conditioning at inference largely outperforms all tech-
niques across model scales. Moreover, beyond the two smaller net-
works, semantic conditioning stagnates and deteriorates the per-
formance compared to independent multi-label classification.

Observation 4. Accuracy gains of semantic conditioning at infer-
ence tend to decrease with the scale of the neural network and con-
verge towards a significantly positive value.

As the network scales and the performance of the neural classi-
fication system increases, performance improvements tend to slow
down. In other terms, a 1 % accuracy improvement is much harder to
obtain for larger networks than for smaller networks. Therefore, it is
expected that accuracy gains brought by semantic conditioning and
semantic conditioning at inference would decrease with the scale of
the network. Interestingly however, our results show that these gains
converge towards a significantly positive value, meaning that these
techniques can improve performances on networks of all sizes.

6 Conclusion

In this paper, we introduce a formalism for supervised classifica-
tion informed by propositional prior knowledge, define a new neu-
rosymbolic technique called semantic conditioning at inference
which integrates this prior knowledge during inference, and design
a new methodology to evaluate the benefits of neurosymbolic tech-
niques across model scales. To the best of our knowledge, this is the
first neurosymbolic technique based on probabilistic reasoning which
only impacts inference. We evaluate our technique alongside two ex-
isting techniques and show experimentally that semantic condition-
ing at inference can improve the performances of a neural classi-
fication system on large datasets and on networks of all sizes. Be-
sides, we demonstrate that semantic conditioning at inference pre-
serves key properties of semantic conditioning (i.e., syntactic in-
variance and consistency) while only working at inference, mak-
ing it more flexible and tractable. We show experimentally that our
technique retains most of the performance gains of semantic condi-
tioning on two hierarchical tasks and largely outperforms the other
two techniques across model scales on a simple path prediction task.

Future directions for our work may include, amongst others, re-
producing our experiments on more datasets, investigating the semi-
supervised and partial-labels settings, or exploring alternative logics
to represent prior knowledge. Finally, we assume throughout the pa-
per that the knowledge is known a priori, which is often not the case
in practice. Discovering the structure of the task at hand and training
the model simultaneously is an important field of research.
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